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About Nutanix

Make datacenter infrastructure invisible, elevating
IT to focus on applications and services
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COMPLETENESS OF VISION As of August 2015

Gartner

Nutanix is a complete infrastructure
solutions company-
customers flexibility in their choice
of hypervisors and cloud usage

providing its

Nutanix has gained market credibility
and established a worldwide presence

The Acropolis scale-out architecture-
along with the ability to scale
compute and storage independentlya
enables users to grow Nutanix
deployments incrementally to meet
application needs-.
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> Evolution of Datacenter Infrastructure
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Evolution of Enterprise Infrastructure
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Complexity at Every Step
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It's Time for a New (Software-Based) Approach

Bundled “converged”
is out...

Software is in...

| First Sman‘phone
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The Solution: Hyperconverged Infrastructure
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Integrated compute and storage for
virtualized environments
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Datacenter Stack
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How We Built It: Web-Scale Engineering

_ Commodity x86 servers for
compute and storage

All intelligence in software

—
o Scale-out architecture

Self healing systems

IS 4/ Rich automation and analytics

Google amazon

webservices™

facebook. == Microsoft Azure
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> Nutanix Web-Scale Architecture
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Workload
Mobility and
Hypervisor
Choice

Eliminates SAN

and NAS arrays

Tier 1 Workloads Nutanix Controller VM

(running on all nodes) (one per node)
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Acropolis App Mobility Fabric
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intelligent tiering, VM-centric management and more...
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Distributed Storage Fabric

v' Snapshots v Clones v' Compression v Deduplication

v Locality v' Tiering v DR v Resilience
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Linear Scale-Out

7 NDFS

Pooled resources
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SINGLE NODE
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Flash: 800GB SSD
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HTML

Intelligence And Automation Thru Analytics

Hypervisor Summary Cluster-wide Controller IOPS 2B 10PS Health Critical Alerts

AHV Nutanix . 4
I,
LyPERVISCR 20160215 cRmICAL
VERSION : R
Storage Summary 2E9 KEps Hosts 4 [ ] 4 Controller VM 1921681138 rebooted (1)
13 hours ago
isks o 4]
Used 2017 Disks 8 ® Controller VM 1921681137 rebooted (1)
Capacity 0.2 TiE 13 hours ago
B:00am 9:00am 0:00am VMs 5 @0 o
Controller VM 1921681126 rebooted (1)
VM Summary Cluster-wide Controller Latency 275 ms Data Resiliency Status Warning Alerts
Avalla. Best Effort = NIC link down on hast
TB2168.1128 (1)
7 o on 7 NIC link down on host
@ Off 1] 1921681128 (1)
VMIS) @ S o - 9008 00m CWM NIC Speed Low (1)
¢ CWM NIC Speed Low {1)
Hardware Summary Cluster CPU Usage Cluster Memory Us... Info Alerts Events

4 1 NX-3060-
G4 2.48: 5.06=

HOSTS LOCK OF 231 GHz OF 1.97 TiB Last evar
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2 1-Click Upgrades

Memory

Flash HDD

T

NOS . Hypervisor . Firmware . NCC

AVALABLE COMPATIBLE VERSIONS

Automatically upgrade Hypervisor, Nutanix T
OS, Firmware & Health Suite non-
disruptively with no manual intervention

Upgrade

UPLOAD UPGRADE SOFTWARE BINARY

You can upload a Hypervisor binary instead of downloading from the Internet.
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Troubleshooting — Old World / New World

2X Ime to Issuesesetutter-than legac
lg IB / Dis K. SEnE QNI
x e N
iz mn I -Illl i -illl (1]

NUTANDZ



» Prism - Capacity planning

&« PuppyFood-ESX ~ Next > + Expand Cluster

Summary Performance Usage Alerts Tasks Runway

RUMNWAY PuppyFood-ESX Select App ~ o | . m PD Data

Sterage Runway 9 WEEKS >
CPU Runway 23 WEEKS
Memaory Runway 19 WEEKS Others

Add Mew Nodes

L
Add new nodes to the cluster will help
alleviate the runway problem. Estimate your B o = g
new hardware here.
20 lan 27 Feb 5 Feb 12 Feb 19 Feb 26 Mar 3 Mar 10 TODAY
12 Maonths =
USAGE TODAY RUNWAY GAINED BY REMOVING
F SIZE ESTIMATION, USE
APP NAME SNAPSHOTS VMS PHYSICAL USAGE SNAP M5
Existing Workload =
eStore 1,093 23 458 TiB + 7 Days + 10 Days
“ Freenas e * e epe e
B Sharepoint B23 19 272 TiB + 5 Days + 8 Days
& CRM 801 27 11.4 TiB +4 Days + 7 Days
8 vDI-Test-2 692 4 67 TiB + 4 Days + 5 Days

® HR-4 643 38 48TiB + 3 Days + 5 Days




Nutanix delivers lower TCO than legacy Infrastructure

TCO: Nutanix vs. Legacy

OpEx Savings vs. Legacy

c $12 Legacy n $3
2 >k0% = >80%
(@) S8 - \ . (@] .
S saving O =2 - ; OPEX
': N - sav1ngs mFacilities
E = EManagement
)
™ sS4 Support
$1 -
Nutanix mCAPEX
5 -
50 1000 2000 3000 4000 &
Number of Virtual Machines Nutanix Legacy
Nutanix
5-10x less time | 5-10x times less space | 5-10x times
less power & cooling
Notes: 3-Year TCO for medium type, server VM. Legacy includes: EMC VNX and Cisco UCS NUTANI 4

Opex Savings @ 1000 VMs




VCE vBlock (VMWare, Cisco & EMC) vs Nutanix
2500 users , 100% VDI

| [Costromn(shn | o707 s20759  $29,909

= m B Costtocool(Sfyr) | $007  $23930  $15078
E i

| J wloostn | ss9714  saaess  $45,026

Peruser(Spr) 836 $18 $18
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Source: Vblock Specialized System for Extreme

.5 Applications with Citrix XenDesktop 7.1, page 28 NUTANI>L
Released: april 2014



> Why virtualize with Nutanix?

> Uncompromisingly simple

30 to 60 minute deployment. No storage expertise required.

2> Rapid and seamless scalability

Scale datacenters one server at a time with zero downtime

2 Predictable performance
Fast and linear performance at any scale

> Lower TCO

No more IT silos = 40-60% management savings
5 to 10 times less space, power and cooling

> Better Business agility

Fastest time to value. Pre-validated solutions.
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Thank You
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